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Challenges

Complexity of tasks Diversity of environments

ECrEY | LIEL




Robot Learning — data-driven approach

If you don’t know how to solve,

Imitation Learning (IL) Reinforcement Learning (RL)
Learning through trial-and-error

Requiring a lot of trials



Robot Learning — data-driven approach

e

BC'Z [Jang et al. CoRL 2021] RG B‘StaCk [Lee et al. CoRL 2021]



My research goal:

Scaling robot learning to real-world tasks

complex long-horizon real-world

Hrted-to-simple-and-shert-tasks in eekrtrelled environments




Can RL solve complex long-horizon tasks?

Jlwalk Jlcrawl Tlwalk Tliump Jlwalk

Obstacle course

Furniture assembly

... sample efficiency @



Can RL solve complex long-horizon tasks?

Tlwalk Jlcrawl Jlwalk Tlump

Skills Prior experience

Temporally extended actions Similar experience, prior knowledge, etc
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Scaling robot learning to long-horizon tasks

Transition

Transition policy [ICLR’19]

Kills / Priors / Models
Al -
open move slide

IKEA furniture assembly [ICRA’21] Skill-based RL [CoRL’20, CoRL’21, CoRL’22]

Benchmark Algorithm



Standard manipulation benchmarks
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Scaling robot learning to “realistic tasks”




IKEA Furniture Assembly Simulator




Realistic 3D environment

Camera | ,."'..5“\'."-' __ oo I \

1#\{

Segmentation map
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Scaling robot learning to long-horizon tasks

Transition

Transition policy [ICLR’19]

Kills / Priors / Models
Al -
open move slide

IKEA furniture assembly [ICRA’21] Skill-based RL [CoRL’20, CoRL’21, CoRL’22]

Benchmark Algorithm



Leverage “skills”

Jlwalk Jlcrawl Tlwalk Tliump Jlwalk

Compositional Task

Reusable Skills
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Learning a complex task efficiently:

(1) learning skills in isolation

(2) learning “transitions” between skKills \




Tlwalk | Jlwalk

Fall since these skills never learned to connect
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ik Ttwalk Tails

Need to bring an agent
from an ending state of a previous policy
to a good initial state of a next policy

Bad Initial states for

Good Initial states for Twalk

“Initiation set”
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Bad initial states for Twalk
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Transition policy

Good Initial states for Twalk
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Tlwalk

Tlcrawl

Tlwalk

Jljump
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Smoothly connect skills

Transition policy Jlwalk

Tlcrawl
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Skill library

Model

Meta policy

27



Model

Meta policy

Skill library

I Jumping | Walking

Action —

o Repeat until reach a good initial state
Termination =

28



Model

Observation =——p Meta policy

Skill library

I Jumping | Walking

Action I

Termination
if Termination == True
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Model

What is reward for learning a transition policy”?

Success of the following skill

Transitionjump

Action I

Termination

30



Learning transition policy

succeed

Bad initial states for mwai Good initial states for mwak
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Learning transition policy

Successful execution of the following skill: +1

Bad initial states for mwai Good initial states for mwak
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Learning transition policy

Successful execution of the following skill: +1
Falling execution of the following skill: O

Bad initial states for mwwak Good initial states for mwak
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Learning transition policy

Successful execution of the following skill: +1
Falling execution of the following skill: O

Bad initial states for mwwak Good initial states for mwak
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Proximity reward

Instead of binary reward

Bad initial states for mwai

Good initial states for mwak

35



Proximity reward

Instead of binary reward, use “proximity prediction”,
which estimates how close to good Initial states

Bad initial states for mwai Good initial states for mwak

We define proximity as: P(s) = 6 6 € (0,1)

37



Proximity reward

Instead of binary reward, use “proximity prediction”,
which estimates how close to good Initial states

Bad initial states for mwai

Good initial states for mwak

We define proximity as: P(s) = 6 6 € (0,1)
and provide proximity reward every step: P(s,, ) — P(s,)

33



Learning proximity predictor

Transitionjump TTiump

Proximity P(s)
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Learning proximity predictor

Transitionjump TTiump

P(s,.1) — P(s))

41



Learning proximity predictor

Transitionjump TTiump

P(s,.1) — P(s))

Transitionjump

42



Learning proximity predictor

Transitionwak  Twalk

Walking

Failure buffer
P(s,.1) — P(s))

fallure

43



Learning proximity predictor

SUCCESS

Success buffer
SECETCITPILIEY Failure buffer
fallure

P(s,.1) — P(s))

44



Patrol

Walk Forward

Transition

Walk Backward




Patrol

Walk Forward

Transition

Walk Backward




Patrol

Walk Forward

Transition

'~ Walk Backward




Serve (Toss & Hit)

Transition

Hit




Serve (Toss & Hit)




Serve (Toss & Hit)

Toss

Transition




Summary — Transition policy

We propose to reuse skills to compose complex, long-horizon tasks.
Naive execution of skills fails since the skills never learned to connect.
Transition policies learn to smoothly connect skills.

Proximity predictors provide dense reward for efficient training of transition policies.
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Scaling robot learning to long-horizon tasks

Transition

Transition policy [ICLR’19]

Kills / Priors / Models
Al -
open move slide

IKEA furniture assembly [ICRA’21] Skill-based RL [CoRL’20, CoRL’21, CoRL’22]

Benchmark Algorithm



Let’s try furniture assembly!

Transitiono Transitions Transitiona

Lee et al. “Adversarial Skill Chaining for Long-Horizon Robot Manipulation via Terminal State Regularization” CoRL 2021
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Let’s try furniture assembly!

Lee et al. “Adversarial Skill Chaining for Long-Horizon Robot Manipulation via Terminal State Regularization” CoRL 2021
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Initiation set /;: all successful initial states of 7;

Termination set .: successful terminal states of 7;

Lee et al. “Adversarial Skill Chaining for Long-Horizon Robot Manipulation via Terminal State Reqgularization” CoRL 2021

ole)



7; fails

Initiation set /;: all successful initial states of 7;

Termination set .: successful terminal states of 7;

56



Transition policy?

Lee et al. “Adversarial Skill Chaining for Long-Horizon Robot Manipulation via Terminal State Regularization” CoRL 2021

Moving to a good initial state is

not trivial and sometimes not possible!

57



Let’s try furniture assembly!

Transition policy cannot work with irreversible or uncontrollable states
(e.g. object inside gripper, attached objects)

Lee et al. “Adversarial Skill Chaining for Long-Horizon Robot Manipulation via Terminal State Reqgularization” CoRL 2021
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Chaining skills

lncrease Il-

59



Chaining sKills

Increase Il- ,Bl. also increases
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Chaining sKills

Increase Ii ,Bl. also increases

0



Chaining more skills...

—1
l+1

Increase I l. also increases

62



Chaining more skKills...

To chain more skills:
(1) Increase Initiation set, while

(2) keep termination set small

03



Terminal STAte Regularization (T-STAR)

Fine-tune 7; to cover larger [,

Terminal states for 7;

Good initial states for «;_ 4

o4



Terminal STAte Regularization (T-STAR)

Fine-tune 7; to cover larger [,
e %
<« ]

N

*. Terminal states for 7

Reward rr; if a terminal state is close to /.

TSR(S) — lseﬂDlH(S)

Good initial states for 7, | & D'*'(s)

Initiation set discriminator D'*1 distinguishes f; and I,
65



GAIL+PPO

Learning from scratch

Clegg et al. 2018

Fine-tune skills w/o
terminal state regularization

QOurs

Fine-tune skills with
terminal state regularization
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Summary — T-STAR

We propose to fine-tune skills to compose complex, long-horizon tasks.

Naive fine-tuning of skills fails since the skills end up with very large terminal
state distributions.

Terminal state regularization effectively encourage bounded terminal states.

Our approach solves the furniture assembly tasks.
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Scaling robot learning to long-horizon tasks

Transition

Transition policy [ICLR’19]

Kills / Priors / Models
Al -
open move slide

IKEA furniture assembly [ICRA’21] Skill-based RL [CoRL’20, CoRL’21, CoRL’22]

Benchmark Algorithm



Skill composition with pre-defined skills

Jumping - Walking  Crawling - Can we learn skills from data?

Requires manual definition of skKill
repertoire

— Requires skill execution order

70



Large Offline
Dataset

Skill Prior RL (SPiRL)

71



Skill-based Model-based RL (SkiMo)

Large Offline l ‘ | ‘ | ‘
Dataset O U I U I
‘:f ‘ﬂ" © ' 3. More efficient RL on new tasks

3. Learn Skill Dynamics Model

(2
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Scaling robot learning to long-horizon tasks

Transition

Transition policy [ICLR’19]

Kills / Priors / Models
gl -
open move slide

IKEA furniture assembly [ICRA’21] Skill-based RL [CoRL’20, CoRL’21, CoRL’22]

Benchmark Algorithm



My research goal

Scaling robot learning to real-world tasks

Complex, long-horizon In the real world

p

Transition policy [ICLR’19, ICLR’20]

Source env Target env

Puck 0.17 ka

Combining motion planner [CoRL’'20, CoRL’21] Policy transfer [RSS’21]

Transfer learning

Skill chaining via fine-tuning [CoRL’21]

ERFAFRER)» (/] e
Offline Data Skills / Priors / Models

il > O 7 08 009 Learn Policy ; r=f(s") = f(s)
open move gidel B S e A <4 s s s s Em
Goal Proximity 4 [ﬂ] a

IKEA furniture assembly [ICRA’21] Skill prior [CoRL’20, CoRL’'21, CoRL’22]

Learning from Observation [CoRL'19, NeurlPS’21]

Benchmark Algorithm Imitation learning



My research goal:

Scaling robot learning to real-world tasks






the real world

19
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Robot learning in the real world

Real-world benchmark Diverse data Efficient learning method

Skill Skill Skill
(grasping) = (moving)  (screwing)

79



Robot learning in the real world

Real-world benchmark Diverse data Efficient learning method

Skill Skill Skill
(grasping) = (moving)  (screwing)

ﬁ‘ﬂ
r—
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Prior real-world benchmarks

RGBD

YCB REPLAB RGB-Stack
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Furniture assembly in the real world

Reproducible “real-world” benchmark

No sim-to-real gap

Long-horizon tasks

Consists of 3 - 6 parts to be assembled

Dexterous skills

Screwing, inserting, flipping — interactions between objects

A variety of task instances

3 tasks with different difficulties and challenges
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Furniture assembly in the real world

Environment Furniture models
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Furniture assembly in the real world

84



Furniture assembly in the real world

Offline RL on 900+ trajectories

Success rates: 10-20%
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Robot learning in the real world

Real-world benchmark Diverse data Efficient learning method

Skill Skill Skill
(grasping) = (moving)  (screwing)

86



Assisted teleoperation for easy data collection

Human operator Assistive policy Human operator
Provide every action Automate repetitive motions Provide input only when asked

Collect large-scale data from diverse environments

Data

Human Teleoperation Assisted Teleoperation
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Large-scale robot dataset

“Real”-world data

Diverse environments

Diverse tasks

Large-scale data

33



Robot learning in the real world

Real-world benchmark Diverse data Efficient learning method

Skill Skill Skill
(grasping) = (moving)  (screwing)

89



Leverage offline data

Offline Data

Skills / Priors World Model And More

|| L1

open move slide

?
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Future directions

Scaling robot learning to real-world tasks

Complex long-horizon tasks in the real world
High-complexity (high-DoF) robot systems

Diversity of tasks

91



Future direction 1: Complex tasks

Prior knowledge (e.q. skills, world model, priors) from data
Unsupervised data collection
Multi-modal sensory representations
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Future direction 2: Complex robot systems

Navigation Mobile manipulation 03



Future direction 3: Diverse tasks

L earn from human video and text data
&
Meta-learning
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Human videos (Ego4D, Youtube) Text data and instructions
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